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Abstract: Due to its simplicity and low cost, laser speckle imaging (LSI) has achieved wide-
spread use in biomedical applications. However, interpretation of the blood-flow maps re-
mains ambiguous, as LSI enables only limited visualization of vasculature below scattering 
layers such as the epidermis and skull. Here, we describe a computational model that enables 
flexible in-silico study of the impact of these factors on LSI measurements. The model uses 
Monte Carlo methods to simulate light and momentum transport in a heterogeneous tissue 
geometry. The virtual detectors of the model track several important characteristics of light. 
This model enables study of LSI aspects that may be difficult or unwieldy to address in an 
experimental setting, and enables detailed study of the fundamental origins of speckle con-
trast modulation in tissue-specific geometries. We applied the model to an in-depth explora-
tion of the spectral dependence of speckle contrast signal in the skin, the effects of epidermal 
melanin content on LSI, and the depth-dependent origins of our signal. We found that LSI of 
transmitted light allows for a more homogeneous integration of the signal from the entire bulk 
of the tissue, whereas epi-illumination measurements of contrast are limited to a fraction of 
the light penetration depth. We quantified the spectral depth dependence of our contrast signal 
in the skin, and did not observe a statistically significant effect of epidermal melanin on 
speckle contrast. Finally, we corroborated these simulated results with experimental LSI 
measurements of flow beneath a thin absorbing layer. The results of this study suggest the use 
of LSI in the clinic to monitor perfusion in patients with different skin types, or inhomogene-
ous epidermal melanin distributions. 
© 2017 Optical Society of America 

OCIS codes: (110.1758) Computational imaging; (170.3660) Light propagation in tissues; (110.6150) Speckle imag-
ing; (170.7050) Turbid media; (110.0113) Imaging through turbid media; (170.1870) Dermatology. 

References and links 

1. A. K. Dunn, H. Bolay, M. A. Moskowitz, and D. A. Boas, “Dynamic imaging of cerebral blood flow using laser 
speckle,” J. Cereb. Blood Flow Metab. 21(3), 195–201 (2001). 

2. A. F. Fercher and J. D. Briers, “Flow visualization by means of single-exposure speckle photography,” Opt. 
Commun. 37, 326–330 (1981). 

3. B. Yang, O. Yang, J. Guzman, P. Nguyen, C. Crouzet, K. E. Osann, K. M. Kelly, J. S. Nelson, and B. Choi, 
“Intraoperative, real-time monitoring of blood flow dynamics associated with laser surgery of port wine stain 
birthmarks,” Lasers Surg. Med. 47(6), 469–475 (2015). 

4. C. Crouzet, R. H. Wilson, A. Bazrafkan, M. H. Farahabadi, D. Lee, J. Alcocer, B. J. Tromberg, B. Choi, and Y. 
Akbari, “Cerebral blood flow is decoupled from blood pressure and linked to EEG bursting after resuscitation 
from cardiac arrest,” Biomed. Opt. Express 7(11), 4660–4673 (2016). 

5. C. Crouzet, J. Q. Nguyen, A. Ponticorvo, N. P. Bernal, A. J. Durkin, and B. Choi, “Acute discrimination between 
superficial-partial and deep-partial thickness burns in a preclinical model with laser speckle imaging,” Burns 
41(5), 1058–1063 (2015). 

                                                                              Vol. 8, No. 12 | 1 Dec 2017 | BIOMEDICAL OPTICS EXPRESS 5708 

#305453  
Journal © 2017

https://doi.org/10.1364/BOE.8.005708 
Received 30 Aug 2017; revised 15 Oct 2017; accepted 18 Oct 2017; published 17 Nov 2017 

https://crossmark.crossref.org/dialog/?doi=10.1364/BOE.8.005708&domain=pdf&date_stamp=2017-11-17


6. S. M. White, R. Hingorani, R. P. Arora, C. C. Hughes, S. C. George, and B. Choi, “Longitudinal In Vivo Imag-
ing to Assess Blood Flow and Oxygenation in Implantable Engineered Tissues,” Tissue Eng. Part C Methods 
18(9), 697–709 (2012). 

7. D. A. Boas and A. K. Dunn, “Laser speckle contrast imaging in biomedical optics,” J. Biomed. Opt. 15(1), 
011109 (2010). 

8. J. D. Briers, “Time-varying laser speckle for measuring motion and flow,” Proc. SPIE 4242, 25–39 (2001). 
9. D. Briers, D. D. Duncan, E. Hirst, S. J. Kirkpatrick, M. Larsson, W. Steenbergen, T. Stromberg, and O. B. 

Thompson, “Laser speckle contrast imaging: theoretical and practical limitations,” J. Biomed. Opt. 18(6), 
066018 (2013). 

10. Y.-C. Huang, T. L. Ringold, J. S. Nelson, and B. Choi, “Noninvasive blood flow imaging for real-time feedback 
during laser therapy of port wine stain birthmarks,” Lasers Surg. Med. 40(3), 167–173 (2008). 

11. O. Yang, D. Cuccia, and B. Choi, “Real-time blood flow visualization using the graphics processing unit,” J. 
Biomed. Opt. 16(1), 016009 (2011). 

12. Y. C. Huang, N. Tran, P. R. Shumaker, K. Kelly, E. V. Ross, J. S. Nelson, and B. Choi, “Blood flow dynamics 
after laser therapy of port wine stain birthmarks,” Lasers Surg. Med. 41(8), 563–571 (2009). 

13. M. A. Davis, L. Gagnon, D. A. Boas, and A. K. Dunn, “Sensitivity of laser speckle contrast imaging to flow 
perturbations in the cortex,” Biomed. Opt. Express 7(3), 759–775 (2016). 

14. L. M. Richards, S. S. Kazmi, K. E. Olin, J. S. Waldron, D. J. Fox, Jr., and A. K. Dunn, “Intraoperative multi-
exposure speckle imaging of cerebral blood flow,” J. Cereb. Blood Flow Metab. 37(9), 3097–3109 (2017). 

15. S. M. Kazmi, L. M. Richards, C. J. Schrandt, M. A. Davis, and A. K. Dunn, “Expanding Applications, Accuracy, 
and Interpretation of Laser Speckle Contrast Imaging of Cerebral Blood Flow,” J. Cereb. Blood Flow Metab. 
35(7), 1076–1084 (2015). 

16. L. M. Richards, E. L. Towle, D. J. Fox, Jr., and A. K. Dunn, “Intraoperative laser speckle contrast imaging with 
retrospective motion correction for quantitative assessment of cerebral blood flow,” Neurophotonics 1(1), 
015006 (2014). 

17. K. M. Kelly, W. J. Moy, A. J. Moy, B. S. Lertsakdadet, J. J. Moy, E. Nguyen, A. Nguyen, K. E. Osann, and B. 
Choi, “Talaporfin sodium-mediated photodynamic therapy alone and in combination with pulsed dye laser on 
cutaneous vasculature,” J. Invest. Dermatol. 135(1), 302–304 (2015). 

18. W. J. Moy, S. J. Patel, B. S. Lertsakdadet, R. P. Arora, K. M. Nielsen, K. M. Kelly, and B. Choi, “Preclinical in 
vivo evaluation of NPe6-mediated photodynamic therapy on normal vasculature,” Lasers Surg. Med. 44(2), 158–
162 (2012). 

19. P. Li, S. Ni, L. Zhang, S. Zeng, and Q. Luo, “Imaging cerebral blood flow through the intact rat skull with tem-
poral laser speckle imaging,” Opt. Lett. 31(12), 1824–1826 (2006). 

20. C. Regan, J. C. Ramirez-San-Juan, and B. Choi, “Photothermal laser speckle imaging,” Opt. Lett. 39(17), 5006–
5009 (2014). 

21. J. C. Ramirez-San-Juan, C. Regan, B. Coyotl-Ocelotl, and B. Choi, “Spatial versus temporal laser speckle con-
trast analyses in the presence of static optical scatterers,” J. Biomed. Opt. 19(10), 106009 (2014). 

22. J. C. Ramirez-San-Juan, E. Mendez-Aguilar, N. Salazar-Hermenegildo, A. Fuentes-Garcia, R. Ramos-Garcia, 
and B. Choi, “Effects of speckle/pixel size ratio on temporal and spatial speckle-contrast analysis of dynamic 
scattering systems: Implications for measurements of blood-flow dynamics,” Biomed. Opt. Express 4(10), 1883–
1889 (2013). 

23. A. B. Parthasarathy, W. J. Tom, A. Gopal, X. Zhang, and A. K. Dunn, “Robust flow measurement with multi-
exposure speckle imaging,” Opt. Express 16(3), 1975–1989 (2008). 

24. H. Cheng, Y. Yan, and T. Q. Duong, “Temporal statistical analysis of laser speckle images and its application to 
retinal blood-flow imaging,” Opt. Express 16(14), 10214–10219 (2008). 

25. T. Lister, P. Wright, and P. Chappell, “Spectrophotometers for the clinical assessment of port-wine stain skin 
lesions: a review,” Lasers Med. Sci. 25(3), 449–457 (2010). 

26. A. Mazhar, D. J. Cuccia, T. B. Rice, S. A. Carp, A. J. Durkin, D. A. Boas, B. Choi, and B. J. Tromberg, “Laser 
speckle imaging in the spatial frequency domain,” Biomed. Opt. Express 2(6), 1553–1563 (2011). 

27. K. Khaksari and S. J. Kirkpatrick, “Combined effects of scattering and absorption on laser speckle contrast im-
aging,” J. Biomed. Opt. 21(7), 76002 (2016). 

28. Z. Hajjarian, and S. K. Nadkarni, “Correction of optical absorption and scattering variations in laser speckle 
rheology measurements,” Opt. Express 22, 6349–6361 (2014).  

29. D. Yudovsky and A. J. Durkin, “Spatial frequency domain spectroscopy of two layer media,” J. Biomed. Opt. 
16(10), 107005 (2011). 

30. S. A. Sharif, E. Taydas, A. Mazhar, R. Rahimian, K. M. Kelly, B. Choi, and A. J. Durkin, “Noninvasive clinical 
assessment of port-wine stain birthmarks using current and future optical imaging technology: A review,” Br. J. 
Dermatol. 167(6), 1215–1223 (2012). 

31. T. Lister, P. A. Wright, and P. H. Chappell, “Optical properties of human skin,” J. Biomed. Opt. 17(9), 90901–1 
(2012). 

32. S. L. Jacques and D. J. McAuliffe, “The melanosome: Threshold Temperature for Explosive Vaporization and 
Internal Absorption Coefficient During Pulsed Laser Irradiation,” Photochem. Photobiol. 53(6), 769–775 (1991). 

33. L. Wang, S. L. Jacques, and L. Zheng, “MCML-Monte Carlo modeling of light transport in multi-layered tis-
sues,” Comput. Methods Programs Biomed. 47(2), 131–146 (1995). 

                                                                              Vol. 8, No. 12 | 1 Dec 2017 | BIOMEDICAL OPTICS EXPRESS 5709 



34. Laser Microbeam and Medical Program. Virtual Photonics Technology Initiative. (2014). Available at: 
http://www.virtualphotonics.org/. 

35. C. Hayakawa, J. Spanier, and V. Venugopalan, Computational Engine for a Virtual Tissue Simulator. in Monte 
Carlo and Quasi-Monte Carlo Methods 2006 eds. A. Keller, S. Heinrich, and H. Niederreiter (Springer, Berlin, 
2008). 

36. C. K. Hayakawa, J. Spanier, and V. Venugopalan, “Comparative analysis of discrete and continuous absorption 
weighting estimators used in Monte Carlo simulations of radiative transport in turbid media,” J. Opt. Soc. Am. A 
31(2), 301–311 (2014). 

37. M. Martinelli, “Analysis of single Monte Carlo methods for prediction of reflectance from turbid media,” Opt. 
Express  19, 19627–19642 (2011).  

38. C. K. Hayakawa, “Perturbation Monte Carlo methods to solve inverse photon migration problems in heterogene-
ous tissues,” Opt. Lett. 26, 1335–1337 (2001).  

39. D. A. Boas and A. G. Yodh, “Spatially varying dynamical properties of turbid media probed with diffusing tem-
poral light correlation,” J. Opt. Soc. Am. A 14, 192–215 (1997). 

40. T. B. Rice, S. D. Konecky, A. Mazhar, D. J. Cuccia, A. J. Durkin, B. Choi, and B. J. Tromberg, “Quantitative 
determination of dynamical properties using coherent spatial frequency domain imaging,” J. Opt. Soc. Am. A 
28(10), 2108–2114 (2011). 

41. T. B. Rice, E. Kwan, C. K. Hayakawa, A. J. Durkin, B. Choi, and B. J. Tromberg, “Quantitative, depth-resolved 
determination of particle motion using multi-exposure, spatial frequency domain laser speckle imaging,” Bio-
med. Opt. Express 4(12), 2880–2892 (2013). 

42. G. Maret and P. E. Wolf, “Multiple light scattering from disordered media. The effect of brownian motion of 
scatterers,” Z. Phys. B Condens. Matter 65, 409–413 (1987). 

43. D. J. Pine, D. A. Weitz, P. M. Chaikin, and E. Herbolzheimer, “Diffusing wave spectroscopy,” Phys. Rev. Lett. 
60(12), 1134–1137 (1988). 

44. J. Goodman, Speckle Phenomena in Optics: Theory and Applications. (Roberts and Company, 2007). 
45. R. Bandyopadhyay, A. S. Gittings, S. S. Suh, P. K. Dixon, and D. J. Durian, “Speckle-visibility spectroscopy: A 

tool to study time-varying dynamics,” Rev. Sci. Instrum. 76, 093110 (2005). 
46. P. Lemieux, and D. J. Durian, “Investigating non-Gaussian scattering processes by using n th-order intensity 

correlation functions,” J. Opt. Soc. Am. A. 16, 1651–1664 (1999).  
47. M. Davis, S. M. S. Kazmi, & A. K. Dunn, “Imaging depth and multiple scattering in laser speckle contrast imag-

ing,” J. Biomed. Opt. 19, 86001 (2014). 
48. F. Ayers, A. Grant, D. Kuo, D. J. Cuccia, and A. J. Durkin, “Fabrication and characterization of silicone-based 

tissue phantoms with tunable optical properties in the visible and near infrared domain,” Proc. SPIE 6870, 7–1– 
7–9 (2008). 

49. S. L. Jacques, Origins of tissue optical properties in the UVA, visible, and NIR regions. OSA TOPS Adv. Opt. 
Imaging Phot. Migr. 364–371 (1996).  

50. S. L. Jacques, “Optical Properties of Biological Tissues: A Review,” Phys. Med. Biol. 58(11), R37–R61 (2013). 
51. I. Fredriksson, M. Larsson, and T. Strömberg, “Optical microcirculatory skin model: assessed by Monte Carlo 

simulations paired with in vivo laser Doppler flowmetry,” J. Biomed. Opt. 13(1), 014015 (2008). 
52. R. Michels, F. Foschum, and A. Kienle, “Optical properties of fat emulsions,” Opt. Express 16(8), 5907–5925 

(2008). 
53. S. Jacques, maketissue.m. (2014). 
54. I. Fredriksson, O. Burdakov, M. Larsson, and T. Strömberg, “Inverse Monte Carlo in a multilayered tissue mod-

el: merging diffuse reflectance spectroscopy and laser Doppler flowmetry,” J. Biomed. Opt. 18(12), 127004 
(2013). 

55. A. Ponticorvo, D. M. Burmeister, R. Rowland, M. Baldado, G. T. Kennedy, R. Saager, N. Bernal, B. Choi, and 
A. J. Durkin, “Quantitative long-term measurements of burns in a rat model using Spatial Frequency Domain 
Imaging (SFDI) and Laser Speckle Imaging (LSI),” Lasers Surg. Med. 49(3), 293–304 (2017). 

1. Introduction 

Laser speckle imaging (LSI) enables visualization and quantitation of blood flow in biological 
tissues [1–6]. The dynamic intensity interference pattern provides information about the 
movement of scattering particles within tissue. The pattern fluctuates at a rate proportional to 
the speed of the moving scatterers. With use of a camera with an exposure time longer than 
the time period between speckle fluctuations, acquired images of dynamic regions of the in-
terference pattern have diminished speckle visibility [7]. This visibility, or speckle contrast, is 
quantified with calculation of the local standard deviation of intensity values over the local 
mean intensity within a sliding structuring element of pixels (typically 5x5 or 7x7 in size) [8, 
9]. The contrast is inversely proportional to the speed of the moving scatterers. 

Research groups have utilized LSI for a variety of medical applications. We reported on 
LSI as a real-time approach to image perfusion during laser treatment of port-wine stain 
birthmarks [3,10–12]. Other groups reported on the use of LSI during neurosurgery [13–16]. 
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In preclinical studies, LSI was used to visualize blood-flow dynamics following ischemic 
stroke [4] and in response to phototherapies [17, 18]. 

Due to its simplicity and low cost, LSI has achieved widespread use, especially in the 
field of neurobiology. However, interpretation of the blood-flow maps remains ambiguous. 
LSI enables only limited visualization of vasculature below scattering layers such as the epi-
dermis and skull [19, 20]. Such layers often are described as having “static” scattering, to 
differentiate them from regions with optical scattering events by “dynamic” red blood cells 
moving within blood vessels. For LSI in general, researchers typically are interested in map-
ping speckle contrast perturbations associated with these dynamic scatterers, but the static 
scattering components compromise the ability of LSI to quantify blood flow [21–24]. 

In addition, several optical imaging modalities are affected by the presence of absorption, 
such as epidermal melanin absorption [25–28]. For example, techniques such as diffuse opti-
cal spectroscopic imaging and spatial frequency domain imaging have difficulty decoupling 
absorption events associated with melanin versus hemoglobin [29, 30]. This presents chal-
lenges for in vivo clinical imaging, in which patients have varying skin types and different 
concentrations of epidermal melanin [31, 32]. 

Here, we describe a computational model that enables flexible in silico study of the im-
pact of these factors on LSI measurements. The model uses Monte Carlo methods to simulate 
light and momentum transport in a heterogeneous tissue geometry. With the model, we stud-
ied the depth sensitivity of LSI by tracking the precise location of dynamic scattering events. 
We also applied the model to study the spectral dependence of speckle contrast as well as the 
impact of epidermal melanin content. Many of these questions would be difficult to address 
using traditional experimental LSI, but can be easily explored with our model. 

2. Theory 

Wang et al. described the seminal Monte Carlo model that has achieved widespread use to 
model light transport within multi-layered tissue [33]. Here, we used a modified version of 
the C# Command Line Monte Carlo model developed by the Virtual Photonics Initiative at 
Beckman Laser Institute to track photon scattering using a discrete absorption weighting 
scheme [34–38]. We calculate the momentum transfer that occurs at each scattering event of a 
simulated photon [39–41]. All photons have a momentum (ρ), described by ρ = ħk, where ħ is 
the reduced Planck’s constant and k the wavenumber, which has both a magnitude and a di-
rection. Momentum transfer (q) occurs with each scattering event, and is quantified by the 
change in direction of the wavevector, or q = kfinal-kinitial. The magnitude |q| is given by |q| = 
(2k)sin(θ/2), where θ is the scattering angle of the photon [39]. 

By tracking momentum transfer, we estimate the field correlation function g1(τ) for each 
simulated photon as [39, 40]: 

 ( ) ( )2 2
1

1
exp Δ

6 ig q rτ τ = −  
  (1) 

We sum “q” for each scattering event “i” (static or dynamic) associated with a mean-
squared displacement (<Δr2(τ)>) described either by Brownian motion (6Dbτ) or directed 
flow (vτ2), where “Db” is the Brownian diffusion coefficient and “v” the speed of directed 
flow. We integrate Eq. (1) over all photon path histories generated by the Monte Carlo simu-
lation, to obtain the total electric field correlation: 

 ( ) ( ) ( )2 2

1

0

Δ
 exp

3

Yk r
g P Y dY

τ
τ

∞  −
=  

  
  (2) 

where “Y” is the dimensionless momentum transfer (Y = 1-cos(θ)) and “P(Y)” the normalized 
probability distribution of momentum transfer [39, 40]. The simulation computes “Y” for 
each scattering event and its corresponding summation along the total photon pathlength. 
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With this information, we generate a histogram of normalized photon weight “P(Y)” versus 
dimensionless momentum transfer “Y” for each simulated photon. 

Equations (1) and (2) are valid for a sample with a single mean-squared displacement val-
ue (i.e., <Δr2(τ)> is uniform throughout the entire simulated geometry). We previously report-
ed on modification of these equations to properly account for two different flow types or 
speeds, such as a static top layer overlying a dynamic layer, or a blood vessel within a medi-
um [41]. For a two-flow system, the field correlation function is: 

 ( )
( ) ( )2 2 21

1 2

1

0 0

Δ (1 ) Δ ( )
 ( ) ( ) exp  

3

Yk y r y r
g P Y P y dy dY

τ τ
τ

∞  − + −
 =
  

   (3) 

where “P(y)” is the normalized probability distribution of total momentum transfer associated 
with one flow type, and <Δr1

2(τ)> and <Δr2
2(τ)> are the mean-squared displacements associ-

ated with each of the two flow types [41]. The equations for a two-flow system are readily 
adapted to a simulation of blood-flow dynamics in a layered skin model (described below). In 
this simulation, we use the blood volume fraction of each layer and a random number genera-
tor to categorize each scattering event as either dynamic or static. 

We then use the Siegert relation (g1 = <I2> + β|g1(τ)|
2dτ) to calculate the intensity corre-

lation function “g2(τ)” and subsequently speckle contrast “K” as: 

 
( )
( )

12 2

10

2
1 | |

0

T g
K d

T T g

τβ τ τ = − 
   (4) 

where “T” is the exposure time of the camera and β an empirical constant which accounts for 
experimental factors such as detector pixel size and laser coherence length [7, 42–46]. Here, 
we set β to unity to represent the maximum theoretical dynamic range of speckle contrast. 

3. Virtual detectors of the momentum transfer Monte Carlo (MTMC) model 

Our Monte Carlo model uses virtual detectors to track quantities such as the reflectance and 
transmittance, or the weight and location of simulated photons exiting the simulated geome-
try. The absorbance, or weight of absorbed photons, and fluence, or weight of photons pass-
ing through each spatial location within the sample geometry, is tracked in three dimensions. 

To calculate speckle contrast, we used data from the reflected or transmitted momentum 
transfer detectors. These detectors quantify both total momentum transfer and the fraction of 
momentum transfer that occur within each region. The latter quantity is further separable into 
the fraction that occur from dynamic versus static scatterers. The histogram of the fractional 
momentum transfer events that occur in dynamic versus static scatterers is used in the two-
region calculation of field correlation (Eq. (3)). 

We created a detector to track momentum transfer as a function of depth within the sam-
ple. For each scattering event, the momentum transfer is multiplied by the final reflected or 
transmitted photon weight, and tabulated at the z-position of the event [47]. With this detec-
tor, we studied the depth over which dynamic scattering events affect speckle contrast values. 

We used custom-written MATLAB software (The Mathworks, Natick, MA) to perform 
the numerical integration of Eqs. (2)-(4). 

4. Experimental methods 

4.1 Validation experiments 

To test our MTMC model, we performed several in-vitro LSI experiments. The LSI device 
consisted of a CMOS camera (1280x1024 pixel resolution) (HotShot 1280, NAC Imaging 
Technology, Simi Valley, CA) equipped with a macro lens (Nikon, Melville, NY) and a long-
coherence 808nm laser diode (Ondax, Monrovia, CA). An aspheric lens and a ground-glass 
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diffuser (ThorLabs, Newton, NJ) expanded the collimated diode output to achieve uniform 
illumination of the sample. 

For the samples, we used both solid and liquid tissue-simulating phantoms. Solid phan-
toms consisted of a polydimethylsiloxane (PDMS) base with titanium dioxide added to 
achieve a reduced scattering coefficient (μs’) of ~1mm−1 at 650nm [48]. To create liquid 
phantoms, we diluted Intralipid (Baxter Healthcare, Deerfield, IL) to a concentration of 1% or 
1.7%, resulting in μs’ = 1mm−1 or 1.7mm−1, respectively. To vary solution viscosity and hence 
the Brownian diffusion coefficient, we added 28% and 43% solutions of glycerol to the In-
tralipid dilution, similar to experiments reported by Rice et al [40]. For some experiments, we 
increased phantom absorption by adding a concentration of 0.005mg/ml (μa = 0.005mm−1) of 
Nigrosin. To achieve directed flow, we used a syringe infusion pump (Harvard Apparatus, 
Holliston, MA) to inject Intralipid through a glass microchannel (inner diameter of 650μm) 
embedded within the surface of one of the PDMS phantoms described above (Fig. 1(a)). 

4.2 Creation/characterization of thin, flexible, absorbing phantoms 

To mimic absorption due to epidermal melanin, we created flexible, absorbing static phan-
toms using gelatin and Nigrosin. With continuous stirring, we dissolved 10g of powdered 
gelatin (Type A, 300g bloom, G1890, Sigma-Aldrich, St Louis, MO) in 100ml of water heat-
ed on a hot plate. We made a 10mg/ml solution of Nigrosin (Sigma-Aldrich, St Louis, MO) 
by dissolving 500mg Nigrosin in 50ml of water and sonicating (Branson 1510 Ultrasonic 
Cleaner, Emerson Electric Co, St Louis, MO) for two hours. We created phantoms with five 
different final concentrations of Nigrosin. Each phantom consisted of 0.4ml glycerol (Sigma-
Aldrich, St Louis, MO), 10ml of the dissolved gelatin mixture, and 4.5ml of a Nigrosin dilu-
tion (Table 1). We spread 3.5ml of the gelatin-Nigrosin solution into a 6cm diameter Petri 
dish and let it set overnight. The resulting phantoms were measured with calipers in five ran-
dom locations, and were found to be ~80μm thick. To characterize the absorption coefficient 
(μa) of each phantom, we measured the transmittance using an integrating sphere (4P-GPS-
033-SL, Labsphere, North Sutton, NH), and computed μa using Beer’s law (Table 1). 

 

Fig. 1. (a) Laser speckle imaging set-up. The laser projects a diffuse speckle pattern onto the 
sample which is imaged using a CMOS camera. (b) Sample geometry for validation experi-
ments (experimental and computational). The sample consisted of a variable thickness (0.75-
4.0mm) top layer above a 5cm bottom layer. For experiments with flow present, a glass micro-
channel inclusion was placed at the surface of the second layer and Intralipid infused through 
the tube with a syringe pump. (c) Results from simulated flow in a subsurface inclusion. We 
modeled speckle contrast for flow through the inclusion at different speeds and exposure times. 
As expected, speckle contrast decreased with increasing flow speed and exposure time. The re-
sults closely matched previous work by Rice et al [41]. 
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Table 1. Absorption properties of the thin flexible phantoms used to simulate epidermal 
melanin 

Phantom Nigrosin 
(mg) 

μa 
(mm−1) 

Kmeasured 
(T = 

10ms) 

% Diff. 
vs A0 

% Diff. 
vs A1 

Ksimulated 
(T = 

10ms) 

% Diff. 
vs A0 

Simulated 

% Diff. 
vs A1 

Simulated 
A0 0 0 0.1079 - 4.51% 0.2216 - 0.2% 
A1 0.25 1.5 0.1130 4.73% - 0.2541 0.2% - 
A2 2.5 5.3 0.1184 9.73% 4.78% 0.2663 6.14% 5.93% 
A3 5.0 9.5 0.1165 7.97% 3.1% 0.2748 9.53% 9.31% 
A4 7.5 13.5 0.1203 11.54% 6.5% 0.2680 6.82% 6.6% 
A5 12.5 20.6 0.1224 13.44% 8.32% 0.2749 9.57% 9.35% 

Experimental and simulated contrast values (10ms exposure time). Percent difference (% Diff.) between contrast 
determined with a top layer, and contrast with no top layer (A0) or with the least-absorbing phantom (A1), for 
both in vitro and in silico results. 

4.3 LSI of absorbing phantoms 

In vitro experiments were conducted using the LSI setup described above. We imaged flow of 
20% Intralipid (Baxter Healthcare, Deerfield, IL) in the PDMS phantom containing a micro-
channel described above. The thin, absorbing phantoms were placed over the microchannel 
(Fig. 1(a)). A sequence of 30 images was collected with the aperture at f/8, acquisition rate of 
30fps, and exposure time of 10 or 30ms. To prevent pixel saturation associated with imaging 
of samples with low absorption, neutral density filters (ThorLabs, Newton, NJ) were used to 
attenuate the laser. Spatial contrast was computed using a 7x7 sliding window algorithm, and 
contrast values in a region of interest were averaged over the 30 contrast images. The region 
of interest was chosen as a 25x480 pixel area centered on the microchannel. 

5. Validation of the MTMC model 

We compared data calculated with a single-layer model with those from Rice et al, who de-
veloped and worked with a similar model for spatial frequency domain laser speckle imaging 
[40]. We imaged mixtures of Intralipid, water, Nigrosin dye, and glycerol, to test the sensi-
tivity of LSI to samples with different Db values (Table 2). To decrease Db, we added glycerol 
to the phantom, and observed the expected, and previously demonstrated, trend of increasing 
contrast with increasing viscosity. The percent difference in contrast arising from measure-
ments of 28% and 43% glycerol solutions, and simulations using the same glycerol solutions, 
was higher than expected. One potential explanation arises from selection of the value of β 
used in this study. We used a previously reported value of β in Eq. (4) to reduce the dynamic 
range of the simulated results to be similar to the experimental range, but it is well known that 
this value can vary due to differences in the imaging hardware [7]. 

Table 2. Simulated contrast for model validation in homogenous samples with varying 
optical properties (μs’ and μa) and diffusion coefficients (Db) 

Sample μa (mm−1) μs’ 
(mm−1) 

Db (mm2/s) Ksimulated Kexperimental Percent 
Error 

0% glycerol 5x10−3 1 2x10−6 0.121 0.118 2.5% 
28% glycerol 5x10−3 1 0.86x10−6 0.172 0.148 16.5% 
43% glycerol 5x10−3 1 0.5x10−6 0.223 0.182 22.3% 

800nm microspheres 5x10−3 1 6.1x10−7 0.200 - - 
1% Intralipid 3.3x10−4 1 2x10−6 0.103 0.100 2.8% 

1.7% Intralipid 3.3x10−4 1.7 2x10−6 0.097 0.103 5.6% 

We also modified the diffusion coefficient using 0.3% weight per volume of 800nm poly-
styrene microspheres, and found the simulated contrast value of 0.200 matched the simulated 
value used by Rice et al [40]. 

To compare sample measurements with our simulated results, we collected LSI data from 
samples with different quantities of Intralipid and scattering microspheres and obtained less 
than 6% error between the simulated and experimental results (Table 2). 
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Additionally, we compared data from our two-region model with data from Rice et al 
[41]. We simulated 1) a geometry consisting of a variable-thickness dynamic top layer above 
a 5cm thick static bottom layer, and 2) a variable-thickness static top layer above a dynamic 
second layer (Table 3). We observe a trend of decreasing contrast with increasing thickness of 
the dynamic top layer, and conversely increasing contrast with increasing thickness of the 
static top layer. These trends agree with our expectations – an increase dynamic scattering 
events will occur as the thickness of a dynamic top layer is increased, resulting in increased 
momentum transfer from moving scatterers. Similarly, as the thickness of the static top layer 
increases, the number of detected photons that reach the dynamic second layer decreases, 
resulting in a decrease in momentum transfer from moving scatterers and a corresponding 
increase in contrast. Our values follow the same trend reported by Rice et al [41]. 

We also used the two-region model to compare simulated flow in a vessel-like inclusion 
placed below the surface of a liquid phantom (Fig. 1(a)). We varied the simulated flow speed 
and computed contrast for different exposure times (Fig. 1(b)). As expected, the contrast de-
creased as exposure time increased because a longer exposure time allows for more blurring 
of the speckle pattern. The contrast decreased as flow speed increased, which is consistent 
with the fact that faster flow results in a more rapid decorrelation of the speckle pattern. The 
data for flow at 0.375mm/s was in close agreement with simulation data by Rice et al [41]. 

Table 3. Simulated contrast for model validation in two-layer geometry 

Top Layer Thickness of Top Layer 
(mm) 

Ksimulated 

Dynamic 0.75 0.463 
Dynamic 1.5 0.381 
Dynamic 2.25 0.335 
Dynamic 3.0 0.312 
Dynamic 3.75 0.295 

Static 0.4 0.301 
Static 1.3 0.452 
Static 2.2 0.580 
Static 3.1 0.684 
Static 4.0 0.769 

6. Effect of optical properties and imaging geometry on speckle contrast 

With a homogeneous, semi-infinite tissue geometry, we assessed the effect of optical proper-
ties on speckle contrast (Fig. 2). We used a uniform, square illumination source (30x30mm) 
to mimic the wide-field illumination scheme commonly used with LSI. To compute speckle 
contrast with Eq. (4), we assigned to the homogeneous layer a Db of 2x10−6mm2/s, which is 
representative of Intralipid in water [40]. We varied μa over five orders of magnitude, from 
10−3mm−1 to 102mm−1, covering a range of absorption values associated with different combi-
nations of tissue type (i.e., skin, skull, blood) and illumination wavelength [49, 50]. We held 
the μs’ constant at 1mm−1. We computed the simulated speckle contrast at exposure times of 1 
and 10ms, which are frequently used experimentally (Fig. 2(a)). 
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Fig. 2. Simulated data from samples with varying optical properties and camera exposure 
times. (a) Speckle contrast as a function of absorption coefficient, with μs’ held at 1mm−1 for 
two commonly used exposure times, 1ms (circles) and 10ms (squares). Speckle contrast in-
creased with increasing absorption due to a reduction in the number of scattering events per 
remitted photon. Contrast is higher for shorter exposure times. (b) Speckle contrast as a func-
tion of μs’, with μa held constant at 0.01mm−1. Contrast decreased as scattering increased due to 
the increase in momentum transfer associated with longer photon pathlengths. 

Overall, speckle contrast increased with an increase in tissue μa, in agreement with the 
trend observed in previous studies [26,27]. As μa is increased, the number of scattering events 
per simulated photon is decreased, resulting in a decrease in momentum transfer and hence a 
slower decorrelation of the speckle signal. 

We next performed a similar set of simulations, but instead held absorption constant at 
0.01mm−1 and the scattering anisotropy (g) at 0.8. We varied μs’ over two orders of magni-
tude, from 0.1mm−1 to 10mm−1 (Fig. 2(b)). As μs’ increased, contrast decreased. With an in-
crease in the number of scattering events for each simulated photon, an increase in the total 
momentum transfer and hence a more rapid decorrelation of the speckle signal occurred, 
which led to a decrease in speckle contrast. 

7. Spectral dependence of speckle contrast in the skin 

To study the spectral dependence of speckle contrast, and the depth localization of dynamic 
momentum transfer events, we simulated light and momentum transfer in a model of human 
skin. We simulated skin as a layered geometry consisting of a bloodless epidermis with 3% 
melanin content, which is representative of fair skin; and four dermal layers with varying 
blood-volume fractions representative of the papillary and reticular dermis and the upper and 
lower capillary blood nets (Fig. 5(a)). The blood-volume fraction and thickness of each layer 
are given in Table 4 [51]. We modeled a semi-infinite geometry with a static-scattering lipid 
layer below the skin [52]. We used the spectral library and “makeTissue” function by Jacques 
to estimate optical properties for each layer at 21 wavelengths (375nm to 980nm) [53]. 

Table 4. Six-layer skin model with corresponding layer thickness and blood volume frac-
tion of each layer. 

Layer Thickness (μm) Blood Volume Fraction (%) 

Epidermis 75 0.0 
Papillary Dermis 150 0.4 
Upper Blood Net 150 4.0 
Reticular Dermis 800 0.4 
Lower Blood Net 400 4.0 

Lipid up to 10mm 0.0 

The wavelengths corresponded to features and key inflection points of the absorption 
spectrum of hemoglobin (Fig. 3(a)), and common wavelengths used for LSI. For each simula-
tion, we used 106 simulated photons distributed evenly over a 15x15mm square. To avoid any 
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inconsistencies near the edges of the illuminated region, we calculated an average contrast 
over a central 7x7mm region of interest. We assigned the dynamic scatterers a flow speed of 
0.36mm/s, which is representative of healthy tissue perfusion [54]. We simulated LSI with an 
exposure time of 10ms, which is common for LSI. 

We ran each simulation twice, using different seeds to the random number generator. For 
each pair of runs, we determined that both reflectance and contrast varied by less than 1%, 
suggesting that we used a sufficient number of simulated photons. 

The spectral speckle contrast curve (Fig. 3(b)) had a shape similar to that of the absorption 
spectrum of hemoglobin (Fig. 3(a)). We next studied whether the observed changes in speckle 
contrast are due solely to the spectral variations in hemoglobin absorption. We calculated the 
normalized inverse reflectance values resulting from the Monte Carlo simulations. We ob-
served a difference between inverse reflectance and hemoglobin absorption (Fig. 3(c)). In the 
380-576nm wavelength region, over which hemoglobin absorption is high, contrast was less 
than 1.5 times the inverse reflectance. At wavelengths longer than 576nm, the contrast in-
creased to two to four times the inverse reflectance. These data suggest that the spectral 
speckle contrast curve does not merely replicate the spectral absorption curve. 

To study the spectral sensitivity of speckle contrast to changes in flow speed, we calculat-
ed contrast for speeds from 0.01 to 5.085mm/s, in 0.175mm/s increments, for each of the 21 
wavelengths. We calculated spectral sensitivity at each wavelength as the average of the abso-
lute value of the change in contrast (ΔK) divided by the change in speed (ΔSpeed). The sensi-
tivity of contrast was inversely proportional to the hemoglobin absorption. The sensitivity 
peaked around 700nm (Fig. 3(d)), suggesting that this wavelength achieves the best sensitivi-
ty to flow changes in the simulated skin geometry. 

 

Fig. 3. (a) Absorption spectra of chromophores in the skin. (b) Speckle contrast as a function 
of wavelength and epidermal melanin concentration for fair (3% melanin), tan (14% melanin), 
and dark (30% melanin) skin. Contrast increases slightly with increasing epidermal melanin, 
especially at lower wavelengths where the combined absorption of melanin and hemoglobin 
greatly shorten the photon pathlength. However, contrast values between the three cases are 
very similar in the optical window, and there is no significant difference in average contrast. 
(c) Normalized speckle contrast as a function of wavelength (black) compared to the normal-
ized inverse reflectance (red). Both curves exhibit features of the hemoglobin absorption spec-
tra, however, contrast is not as flat in the optical window. Blue circles indicate wavelengths 
where there is an inflection point in the contrast curve, which are used for the spectral analysis 
of momentum transfer. (d) Spectral sensitivity to changes in flow of contrast in skin with 3% 
melanin content. Contrast is most sensitive to changes in flow around 650-700nm. 
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8. Depth dependence of momentum transfer in the skin as a function of wave-
length 

To study the origins of speckle contrast, we developed a virtual detector to track the weighted 
reflected momentum transfer as a function of depth. The detector tracks the dynamic momen-
tum transfer events that occur at each depth. These events are then weighted by the final re-
flectance or transmittance value associated with each simulated photon [47]. 

We tested this detector by varying μa (0.001, 0.01, 0.1 and 1.0mm−1) in a 10mm thick ho-
mogeneous block of tissue with μs’ of 1mm−1. For each simulation, we estimated a character-
istic penetration depth of light and a characteristic speckle origination depth as the depths 
over which 95% of the total fluence and reflected momentum transfer occurred, respectively 
(Table 5). As the absorption increased over three orders of magnitude, the average penetration 
depth of the light decreased by a factor of 5.6. Over the same range of μa values, the speckle 
origination depth increased by a factor of 8.4 (Fig. 4(a)). For a given μa value, the penetration 
depth of light was greater than the speckle origination depth. This is due to the fact that the 
light captured by the reflected momentum transfer detector must reach a particular depth, then 
return back to the surface. This results in a higher probability of absorption due to the longer 
pathlength compared to light quantified by the fluence detector, which only measures where 
in the tissue the light has passed. These data suggest that even if light reaches a certain depth 
in a tissue, information about blood flow at the depth may not be contained in the reflected 
speckle contrast measurement. 

Table 5. Characteristic depth over which 95% of the fluence or reflected momentum 
transfer occurred for homogeneous samples with μs’ = 1mm−1 and μa values varied over 

three orders of magnitude. 

Absorption Coef-
ficient (mm−1) 

95% Fluence Depth (mm) 95% Reflected Momentum 
Transfer Depth (mm) 

1.0 1.48 0.78 
0.1 4.97 2.58 
0.01 7.88 5.68 
0.001 8.24 6.58 

 

Fig. 4. (a) Weighted reflected momentum transfer as a function of depth for a homogeneous 
sample with μs’ held at 1mm−1 and absorption varied over three orders of magnitude. The ma-
jority of the reflected speckle contrast signal originates near the surface of the sample, however 
as absorption decreases there is more information contributing to the signal from deeper within 
the tissue. (b) Weighted transmitted momentum transfer as a function of depth for the same op-
tical properties as (a). The transmitted contrast signal consists of information from throughout 
the entire depth. At very low absorption, the majority of the transmitted signal comes from the 
center of the sample. For tissues with μa values of 0.1 and 1mm−1, the plots of transmitted mo-
mentum transfer overlap and are negligible on this scale. 

We next compared epi-and trans-illumination LSI by computing the weighted momentum 
transfer versus depth for transmitted light (Fig. 4(b)). With trans-illumination LSI, we ob-
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served a decrease in total momentum transfer due to a decrease in the number of photons exit-
ing the geometry. The depth distribution of momentum transfer was more uniform, with low-
er contributions from the tissue regions closer to air. The decreased contributions near the 
upper surface were due to remittance of photons scattered at superficial depths. 

We then applied this detector to simulations performed on the layered model of skin de-
scribed above (Fig. 5(a)). Figures 5(b)-5(d) show plots of weighted reflected dynamic mo-
mentum transfer as a function of depth for three wavelengths representative of different opti-
cal regimes. For each of the wavelengths, we observed an increase in dynamic momentum 
transfer in the upper blood net (shaded in red). With a longer wavelength, the dynamic mo-
mentum transfer increased at deeper depths and especially in the lower blood net. 

We studied the relative contribution of momentum transfer at different depths to the 
speckle contrast signal at eight wavelengths associated with inflection points of the absorption 
spectrum in Fig. 3(c) (blue circles). We calculated the percentage of the total reflected mo-
mentum transfer arising from different layers of the simulated tissue (Fig. 6, light gray). This 
percentage represented the dynamic momentum transfer integrated over each dermal layer, 
divided by the total momentum transfer in the entire tissue geometry. At wavelengths be-
tween 488 and 576nm, the percentage was highest (~0.67%) from the upper blood net (Fig. 
6(b)), due to the relatively low penetration depth of those wavelengths. At wavelengths below 
600nm, dynamic scattering within the papillary dermis contributed to the signal (~0.10-
0.26%) (Fig. 6(a)). At longer wavelengths, the contribution from the papillary dermis was 
negligible (<0.03%) and the majority (~0.35%) of the speckle contrast signal arose from the 
lower blood net (Fig. 6(d)). This finding is consistent with the increased penetration depth at 
these longer wavelengths. 

 

Fig. 5. (a) Layered skin geometry used in simulations. The model of skin consisted of a static 
epidermis (dark gray), two highly perfused capillary beds (upper and lower blood nets, red), 
and two dermal layers (papillary and reticular dermis, light pink). A semi-infinite lipid layer 
(light gray) was added below the skin. (b)-(d) Dynamic momentum transfer as a function of 
depth for three wavelengths: (b) 375nm, (c) 488nm, and (d) 633nm. The upper and lower 
blood nets (highlighted in red) contribute most to the overall contrast signal due to the tenfold 
higher blood fraction than the dermal layers. As wavelength increases, the contribution of 
deeper tissue layers to the speckle signal increases. 
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Collectively, these simulated data show the potential of the model to improve our under-
standing of the contribution of tissue architecture to the speckle contrast signal. At red and 
near infrared wavelengths, which are typically used for LSI, the primary contribution to 
speckle contrast is from the lower blood net. With use of shorter wavelengths, the contribu-
tion is predominantly from the upper blood net. This result suggests the potential for two-
wavelength LSI (i.e., 543nm HeNe and a 785nm laser diode) to perform coarse depth section-
ing of blood-flow measurements in skin. 

9. Impact of epidermal melanin content on speckle contrast in layered skin 
model 

In a homogeneous scattering medium, speckle contrast correlates with μa (Fig. 2). This trend 
is in agreement with previous findings [26]. Next, we studied the effects of a thin, statically 
scattering, absorbing top layer (i.e., epidermis) on speckle contrast. We used the layered skin 
geometry described above (Fig. 5(a)). The epidermal melanin concentration was set at 3, 14, 
and 30%, which is representative of fair, tan, and dark skin, respectively. Speckle contrast 
increased with melanin content, as increasing epidermal μa decreased the number of dermal 
dynamic scattering events. The difference is greatest at wavelengths shorter than 500nm, at 
which melanin absorption is very strong (>20mm−1 for 30% melanin), but the mean contrast 
for each of the three concentrations is not significantly different (1-way ANOVA, p>0.05). 

 

Fig. 6. Percentage of the total momentum transfer contributing to the speckle contrast signal 
versus wavelength and epidermal melanin content for each of the dermal layers. There is no 
significant difference in the percent contribution between tissues with different melanin con-
tents. (a) Very little of the signal comes from the papillary dermis, especially at wavelengths 
typically used for LSI (above 600nm). (b) Most of the contrast signal originates from the upper 
blood net at lower wavelengths (below 600nm) (c) The proportion of signal coming from the 
reticular dermis is relatively uniform across different wavelengths. (d) The majority of our 
speckle contrast signal originates in the lower blood net for wavelengths typically used in LSI 
(>600nm) supporting the potential for rough depth sectioning using dual-wavelength LSI. 

We also determined the normalized reflectance spectrum for each of the three melanin dis-
tributions (Fig. 7(a)). As melanin content increased, the spatial features of the hemoglobin 
absorption spectrum became less prominent. The reflectance values calculated with 3% mela-
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nin differed significantly from those at higher melanin contents (one-way ANOVA, p = 
2.6x10−5). 

We compared speckle contrast and reflectance values associated with the three epidermal 
melanin content skin types. Specifically, we calculated the percent difference between the 
contrast or reflectance value for skin with 14 or 30% melanin and the respective value for 
skin with 3% melanin (Fig. 7(b)). The percent difference in reflectance ranges from 24 to 
93% for tan skin and 44 to 98% for dark skin. At each wavelength, the impact of epidermal 
melanin content is greater for reflectance than for speckle contrast. At 808nm, we observed 
only a ~6% difference in contrast between tan (14% melanin) and fair (3% melanin) skin. At 
633nm, we observed only a 13% difference in contrast between dark (30% melanin) and fair 
(3% melanin) skin. These percent differences are less than the changes in speckle contrast 
that were observed in previous in vivo studies. For example, a 20 to 60% change in contrast 
was reported during laser therapy of port-wine stain birthmarks, and a 20 to 55% change in 
contrast was associated with burn wounds [3, 55]. With analysis of the depth distribution of 
dynamic momentum transfer (Fig. 6), we determined that the average percentage of dynamic 
momentum transfer did not significantly differ among skin with different epidermal melanin 
content (ANOVA, p>0.05) for any of the four dermal layers (p = 0.1747, 0.9315, 0.9998, and 
0.9972). Collectively, these data suggest that the impact of epidermal melanin content on 
speckle contrast values and the depth sensitivity of LSI is unexpectedly small. 

 

Fig. 7. (a) Reflectance versus wavelength and epidermal melanin content. At 3% melanin con-
tent (light gray) the reflectance curve contains features of the hemoglobin absorption curve. As 
epidermal melanin increases (dark gray, black), the reflectance curve flattens and is dominated 
by features of the melanin absorption curve. (b) Percent difference in speckle contrast 
(pink/red) and reflectance (gray/black) between light skin (3% melanin) and tan/dark skin 
(14% / 30% melanin). The percent difference in contrast is significantly less than the differ-
ence in reflectance, indicating the potential for clinical use of LSI over other optical reflec-
tance techniques. 

To test this in silico observation, we next performed experiments involving flow of In-
tralipid in a 650μm tube beneath thin absorbing phantoms that simulated epidermal melanin 
absorption. We computed the spatial speckle contrast in a region of interest within the tube. 
The exposure time was set at 10ms, which matched the time used in the simulated data de-
scribed above. 

We fabricated five thin (~80μm) absorbing phantoms using gelatin for structure and Ni-
grosin dye for absorption (Table 1). We selected a gelatin concentration to ensure fabrication 
of flexible phantoms that were neither sticky nor brittle. The absorption of phantom A1 (μa = 
1.5mm−1) matched that of fair skin at wavelengths longer than ~550nm and tan skin at wave-
lengths longer than ~870nm. The absorption of phantom A5 (μa = 20.6mm−1) matched that of 
dark skin at 495nm and tan skin at 395nm. Hence, we achieved epidermal μa values that 
spanned the range of values reported in the literature over the visible and near-infrared spec-
tral region for melanin concentrations of 3-30%. 
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We calculated the percent difference in contrast among each of the five phantoms and the 
contrast when no top layer was present. We also calculated the percent difference in contrast 
measured using phantoms A2-A5 and that measured with the least absorbing phantom (Phan-
tom A1, μa = 1.5mm−1) (Table 1). The percent difference in contrast ranged from ~4 to 13% 
when compared to the contrast measured with an absorbing layer, and ~3 to 8% compared 
with Phantom A1. These measurements support the findings from the layered simulation data 
(Fig. 6), that the impact of epidermal melanin content on speckle contrast values is relatively 
small. 

10. Impact of epidermal melanin content on speckle contrast in subsurface in-
clusion 

We next ran simulations in which 20% Intralipid was present in a tube placed beneath a static 
absorbing top layer. We used a rectangular inclusion geometry, with an 800x800μm cross-
section. This inclusion was at the surface of a static scattering layer (μs’ = 1mm−1), with an 
80μm thick static absorbing layer positioned above. We selected the μa values of the absorb-
ing layer to match those of our in vitro phantoms (Table 5). We calculated contrast based on 
reflected momentum transfer values from a region of interest directly above the inclusion. We 
used a Brownian diffusion constant of 2x10−6mm2/s, an exposure time of 10ms, and an excita-
tion wavelength of 808nm. 

We computed the corresponding percent difference among contrast values associated with 
the different absorbing top layers and those with either a clear, non-absorbing top layer (A0) 
or the least absorbing top layer (A1) (Table 5). These values ranged from ~0.2 to 10% when 
compared to a clear top layer, and ~6 to 9% when compared to top layer A1. Similar to the 
layered simulation data (Fig. 6), these in silico and in vitro data demonstrate that LSI meas-
urements of subsurface flow are only minimally impacted by large differences in epidermal 
melanin content. 

11. Conclusions 

In conclusion, we developed a Monte Carlo model to simulate LSI in a heterogeneous tissue 
geometry. The virtual detectors of the model track several important characteristics of light, 
including the absorbance, reflectance, transmittance, fluence, and momentum transfer. This 
model enables study of LSI aspects that may be difficult or unwieldy to address in an experi-
mental setting. The model can account for different skin geometries and other tissue types 
(i.e., brain), to enable detailed study of the fundamental origins of speckle contrast modula-
tion in tissue-specific geometries. 

With trans-illumination of the tissue, modulation of the speckle contrast signal occurs in a 
more uniform fashion than with epi-illumination (Fig. 4). The speckle contrast spectrum con-
tained similar features to the absorption of hemoglobin (Fig. 3(b)), and the spectral sensitivity 
was inversely proportional to hemoglobin absorption (Fig. 3(d)). In a representative model of 
skin, shorter wavelengths characterize blood flow primarily within the upper blood net and 
papillary dermis, and longer wavelengths characterize blood flow primarily from the lower 
blood net (Fig. 6). This result suggests the potential for segmenting perfusion information 
from different depths by using multiple wavelengths to perform LSI. 

We also determined that epidermal melanin concentration has a smaller effect on speckle 
contrast than on reflectance (Figs. 3(b), 6). This finding has implications for clinical applica-
tions of LSI in patients with different skin types, especially for patients with darker skin (Fig. 
7, Table 5). Other reflectance-based optical imaging technologies have limitations when im-
aging patients with darker skin types. In contrast, our data suggest that the relative insensitivi-
ty of LSI measurements to melanin content enables LSI to measure blood flow in any patient 
regardless of skin type. One such potential clinical application is during skin flap surgery, in 
which doctors need to identify if tissue is perfused following the procedure. Another potential 
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dermatological application is for identifying cancerous skin lesions in which there is in-
creased blood flow beneath regions of high melanin content. 
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